Real-Time Sensing and Fault Diagnosis for Transmission Lines
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Abstract: Protection of high voltage transmission lines is one of the crucial problems in the power system engineering. Accurate and timely detection and identification of transmission line short circuit faults can considerably improve and simplify their recovery process and hence save the costs associated with the downtime of a power system. Hence, it is essential that a robust and reliable fault diagnosis system completes its operation within an acceptable time window after fault occurrence in the presence of uncertainties and disturbances in the system. The significant costs of mistakenly detected or undetected faults based on the conventional techniques motivate us to present a robust detection and identification system by using the convolutional neural networks. The robustness of this technique is analyzed for the variations of the phase difference between two connected buses, fault resistance, source inductance fluctuations, fault inception angle, local bus voltage fluctuations, and measurement noises. The time delay analysis is also conducted to indicate that the presented technique is able to detect, identify, and estimate the location of faults before tripping relays and circuit breakers disconnect a faulty region.
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1. Introduction

Transmission lines (TLs) are one of the most salient parts of a power delivery system. They are exposed to unexpected and severe atmospheric conditions, making them prone to faults [1]. Therefore, detection, identification, and location estimation methods such as machine learning-based ones are essential for an efficient and timely repair of TL faulty regions and reduction of the excessive costs of triggering circuit breakers when faults are detected mistakenly [2]. Since tripping relays and circuit breakers become active rapidly, it is crucial that a fault diagnosis system can make use of the limited amount of data received during the interval between the occurrence of a fault and the tripping of relays and circuit breakers.

TL fault identification and estimation techniques are categorized into two major classes based on the number of terminals utilized for sensing and acquiring data: single-terminal and multi-terminal techniques. Each can be further subcategorized depending on the type of data measurement and the algorithms used for data analysis [3]. The following groups are presented in this categorization:

• Signal processing-based techniques that usually consider three-phase currents as input signals. These techniques can handle the problem of fault detection and prediction of the abnormalities occurring in the system. They include different schemes such as wavelet transform [4], Fourier-Taylor transformation [5], and power spectral density index [6].

• Phasor-based methods that take advantage of phasor measurement units [7−9]. In these approaches, the presented techniques are capable of detecting short circuit faults for both balanced and unbalanced systems.

• Machine learning-based methods include neural networks (NNs) [10−12], support vector machines (SVMs) [13], decision trees [14, 15], Summation-Wavelet and Summation-Gaussian extreme learning machines [16], generalized regression neural networks (GRNNs) [13, 15, 17], feedforward neural networks (FNNs) [18−22], and convolutional neural networks (CNNs) [23−25]. These methods are powerful in identifying abnormal patterns and distinguishing between a faulty system and a healthy system.
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• Travelling wave (TW)-based methods [26, 27] that are used to detect and localize faults based on the arrival time of the transient waves generated by faults. In addition, this group contains fast and accurate methods that require measurement devices with high sampling rates.

• Other miscellaneous techniques such as fuzzy logic [28, 29], vector rotation [30], phase-locked loop [31], and transient monitor index [32].

1.1. Motivation

Some approaches focus on addressing the problem of fault detection using TW-based techniques [32–37]. The advantages of these techniques include their independence from the network topology and resilience to load changes, high grounding resistance and series capacitors. On the other hand, they suffer from being costly, requiring a high sampling rate for capturing the high frequency fault transients, restricted proficiency to differentiate between waves returned from a fault point and the distant end of a TL, and the hardships of detecting the zero-crossing-based faults [38, 39]. Moreover, the performance of TW-based methods is sensitive to high impedance faults and source inductance changes. These variations transmute the transient wave shapes and hence, TW-based methods can barely capture the correct arrival time of the transient waves.

Another pitfall of TW-based methods in the literature is that they have not reported the accuracy of their fault diagnosis system. To put it differently, they have not reported any statistical results to demonstrate the performance of their technique in terms of erroneously detected or undetected faults. There are many disturbances, uncertainties, and noise in the transmission line that could make transient waves similar to the faulty waves and hence lead to mistakenly detected or undetected faults and power outages. According to the reports from the U.S. Department of Energy, the annual cost of power outages for American businesses is estimated to be around $150 Billion [40]. Accordingly, a high level of accuracy in fault detection is demanded in order to reduce the rate of power outages resulting from mistakenly detected or undetected faults. The NN-based technique used in this article makes use of the amplitudes of the fundamental frequency component of the voltage and current signals to avoid dealing with the transient waves generated from faults. Thus, as it will be shown later, the performance of such methods is not adversely affected by the changes in current and voltage transients, and this feature makes the NN-based approaches more effective and economical.

1.2. Literature Review

According to the aforementioned disadvantages of TW-based techniques, multiple studies are performed on fault detection and identification based on artificial intelligence approaches such as NNs, SVMs, neuro-fuzzy networks, etc., and signal processing procedures such as fast Fourier transform (FFT), wavelet transform (WT), etc. In [4], authors use WT for extracting the features and SVM for identifying faulty sections, which is a computationally expensive approach. In [14], authors employ a decision tree regression-based method together with FFT and discrete wavelet transform (DWT) for fault distance estimation, which is a noise sensitive methodology. Reddy et al. in [41] propose an approach based on synchronized current measurements of isolated telemetry units (ITUs) installed on both ends of a TL. In their study, SVMs are utilized to calculate the fault distance using the extracted features, and ANFIS is built to improve the efficiency of their proposed scheme. Their study does not perform the robustness analysis, and their proposed technique's performance is sensitive to noise. Summation-Wavelet extreme learning machine and Summation-Gaussian extreme learning machine are studied in [16] for fault location estimation and identification.

In [10], a novel zone division method using NNs is developed for power system fault detection in which the features are extracted by using an extended Kalman filter. This methodology requires heavy computation, and is therefore not efficient. Koley et al. [42] propose a methodology using a hybrid wavelet transform and FNN model to detect, classify, and locate six-phase TL faults using single-end data. In this scheme, the standard deviation of the approximate coefficients of voltage and current signals are gathered using DWT and fed to the modular FNN for fault identification and location estimation. In [43], a technique based on S-transform and Probabilistic NN is presented that is unable to handle noisy situations very well. An SVM-based technique for fault identification and location estimation problems is investigated in [44] using wavelet packet transform (WPT), which has some disadvantages such as noise sensitivity and inefficiency in terms of memory and time for large datasets of TLs. Fault detection and identification of TLs based on power spectral density index, NN, k-Nearest Neighbor, Naive Bayes, and SVM are studied in [6], and the resultant performance is highly sensitive to noises.

In [28], a fault identification and location estimation using fuzzy inference system is studied, and the classifier used in this technique shows variations in classification for a large variety of operating points. In [31], a new method is presented to distinguish faults from switching transients using a phase-locked loop, which is a computationally expensive method. An approach is presented in [45] based on the wavelet transform-extreme learning machine (WT-ELM) technique for fault diagnosis, which is computationally expensive and needs a high sampling frequency. In [23], a self-attention CNN and a time-series image-based feature extraction are proposed for fault detection and clas-
sification of TLs using a DWT for denoising the faulty voltage and current waveforms. The work [24] presents an ML-based CNN for TL fault detection and classification that takes advantage of DWT for feature extraction. The study in [25] proposes a customized CNN for fault detection and classification of TLs with distributed generators. The study in [46] presents a strategy to detect and categorize the faults in TLs using convolutional sparse auto-encoders. This technique has the ability to automatically learn features extracted from the dataset of voltage and current waveforms for fault detection and identification. Convolutional feature mapping and mean pooling methods are applied to multi-channel signal segments to generate feature vectors. Reviewing the CNN-based studies, we conclude that none of them analyze the robustness of generators to parameter variations in Table 1 and the noise effect, which makes these approaches unreliable.

<table>
<thead>
<tr>
<th>Parameter Names</th>
<th>Training Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fault Distance (km)</td>
<td>0.01, 30, 60, 90, 110</td>
</tr>
<tr>
<td>Fault Inception Angle (°)</td>
<td>1, 20, 50, 100, 150</td>
</tr>
<tr>
<td>Fault Resistance $R_f$ (Ω)</td>
<td>0.1, 1.5, 10, 20, 50, 100, 150</td>
</tr>
<tr>
<td>Source Inductance $L_s$ (mH)</td>
<td>5, 10, 15, 20, 25, 30, 35, 40, 45, 50</td>
</tr>
<tr>
<td>Phase Difference $\Delta \phi$ (°)</td>
<td>$-30, 0, 30$</td>
</tr>
<tr>
<td>Voltage Fluctuations</td>
<td>$-40, 0, 40$</td>
</tr>
</tbody>
</table>

The main goal of this paper is to present a fault detection and identification procedure based on the CNN, and assess its performances in terms of fault identification accuracy in high voltage TLs. This fault diagnosis system utilizes the voltage and current waveforms sensed from one end of a two-bus TL using current and voltage transformers. The distinguishing feature of this study is using the actual time-domain voltage and current signals instead of extracting frequency features based on signal processing methods such as FFT and WT. This important characteristic originates from the power of CNNs in handling large amount of time-series data. The CNN is sensitive to spatial features and therefore, can be the most reliable solution for TL fault diagnosis problem. The proposed CNN technique is assessed in terms of robustness against the possible variations of different factors such as fault types, fault distances, fault resistances, fault inception angles, and source inductance, as well as system operating points including voltage amplitudes and phases of all generators. Moreover, time delay analysis is carried out in this study to show that the detection, identification, and location estimation times are within the IEEE timing standard [47]. It should be noted that the effect of noises on fault identification is also investigated.

The contributions of this work are outlined as follows:

- The design of a CNN for the fault detection and identification problems in a transmission line based on the time-series signals without applying FFT or WT, which results in a highly robust performance.
- The robustness analysis against alterations of fault resistance, fault inception angles, source inductance, phase difference between two connected buses, bus voltage fluctuations, and measurement noise for the CNN.
- The time delay analysis (cumulative detection and identification delays) based on the IEEE timing standard [47] for the CNN.

The rest of the paper is outlined as follows. Section 2 investigates a TL model and its waveform measurements. Section 3 presents the proposed CNN technique, generation of features, and fault detection and identification procedures. In Section 4, the simulation results are presented and the performance of the CNN is assessed in terms of cumulative detection and identification time delays, fault identification accuracy, and robustness against variations of the system parameters and measurement noise. Finally, the conclusion of our work is made in Section 5.

2. Transmission Line Model

The system used for this study is modelled as two three-phase generators connected by a 120 (km) TL with a voltage rating of 240 (kV) and frequency of 60 (Hz) as depicted in Figure 1.
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considered including no-fault, Line-to-Ground (LG), Line-to-Line (LL), Line-to-Line-to-Ground (LLG), and Line-to-Line-to-Line (LLL). The TL model parameters are shown in Table 2, and the values of the two generators and loads are given in Table 3. It should be pointed out that the transmission line model considered in this study is based on the IEEE39-Bus system which has 10 generators and 46 lines. In this work, only two of the generators have been considered with a three-phase transmission line in between.

<table>
<thead>
<tr>
<th>Nominal Parameter</th>
<th>Source 1</th>
<th>Source 2</th>
<th>Load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase to Phase Voltage (kV)</td>
<td>240</td>
<td>240</td>
<td>240</td>
</tr>
<tr>
<td>Frequency (Hz)</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>Resistance (Ω)</td>
<td>0.08929</td>
<td>0.08929</td>
<td>—</td>
</tr>
<tr>
<td>Inductance (mH)</td>
<td>16.58</td>
<td>16.58</td>
<td>—</td>
</tr>
<tr>
<td>Active Power (kW)</td>
<td>—</td>
<td>—</td>
<td>100</td>
</tr>
<tr>
<td>Inductive Reactive Power (kVAR)</td>
<td>—</td>
<td>—</td>
<td>&lt; 100</td>
</tr>
<tr>
<td>Capacitive Reactive Power (kVAR)</td>
<td>—</td>
<td>—</td>
<td>&lt; 100</td>
</tr>
</tbody>
</table>

Table 2 Nominal source and load parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Zero Sequence</th>
<th>Positive Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>R (Ω/km)</td>
<td>0.3864</td>
<td>0.01273</td>
</tr>
<tr>
<td>L (mH/km)</td>
<td>4.1264</td>
<td>0.9337</td>
</tr>
<tr>
<td>C (µF/km)</td>
<td>7.751 × 10⁻³</td>
<td>12.74 × 10⁻³</td>
</tr>
</tbody>
</table>

Table 3 Nominal parameters of TL.

Figure 2 indicates faulty voltage and current waveforms of one end of the TL for an LL (phase A to phase B) fault at t = 0.5 (sec). As observed in Figure 2(a), with the occurrence of the fault, the voltage amplitude of phases A and B decrease while the voltage amplitude of phase C remains unchanged. The current waveforms behave differently. Based on Figure 2(b), with the occurrence of the fault, the current amplitudes of phases A and B increase significantly, while it remains unchanged for phase C.

Figure 2. The measured (a) voltages and (b) currents of one end of the TL for an LL (phase A to phase B) fault at t = 0.5 (sec)

3. Proposed Convolutional Neural Network (CNN) Technique

In this section, a brief introduction to the CNN used in this study is given, and its main characteristics are discussed. CNN, as a subset of deep learning methods, is mainly used for analyzing imagery datasets and image classification problems. The advantage of CNNs is that they can handle high dimensional datasets with higher speed, and are more efficient with minimum requirement for data preprocessing (no FFT, WT, WPT, or S-Transform (ST)) [48]. A CNN architecture consists of different layers including an input layer to obtain data from the datasets; convolu-
tional layer to create a feature map for feature class probability prediction (this step is done by applying a filter that slides over the whole data block); pooling layers for down sampling the data; fully connected layers to flatten the outputs from prior layers to generate a single vector; and fully connected layers which involve weights, biases, and neurons to perform label prediction precisely by using feature analysis. The fully connected layers include a Softmax/Logistic layer, which resides at the end of fully connected layers (Logistic is used for binary classification and Softmax is for multi-classification), and an output layer to produce the final probabilities for class determination. The architecture of a CNN is a vital factor to determine its performance and efficiency. The way in which the layers are organized, the number of layers, the utilized elements in every layer, and their design affect the speed and accuracy of CNNs.

Studies on TL fault diagnosis problems that use CNNs are divided into two main categories. The first category includes those focusing on the image-based datasets taken from TLs above the ground \cite{49-51}. The second category includes those that consider the generated time-series voltage and current signal waveforms from generators to be fed to the CNN. The details of the used CNN architecture can be found in reference \cite{52}, and this is only one architecture that can perform well with the generated dataset. Therefore, we have used a general form of CNN to show this generality and avoided using extra space for redundant material. In this study, a CNN architecture is designed based on LeNet5 \cite{52}, and the existing time-series dataset is considered as images generated to be classified. The utilized CNN consists of two convolution layers including 64 and 128 neurons and kernel sizes of $3 \times 7$ and $5 \times 7$, respectively, and uses "relu" activation function followed by a max pooling layer. Then a dropout layer with 0.25 value is added and its output is flattened by a flat layer. Moving towards the output layer, two dense layers with 512 and 256 neurons, respectively, and another dropout with the value of 0.1 are included. The output layer is a dense layer with 16 neurons. The "adam" optimizer is used in this CNN. Also, the learning rate of this NN is equal to 0.1. This architecture generates 100% accuracy for TL fault identification, and the average of MSE for all types of faults is 0.006. Figure 3 shows the general architecture for CNNs. It should be noted that the CNN architecture shown in Figure 3 is just an architecture that can perform well with the generated dataset. Therefore, a general form of CNN is used to show this generality without using extra space for redundant material. For more details, please refer to \cite{52}.

![General architecture of a CNN](https://via.placeholder.com/150)

**Figure 3.** General architecture of a CNN.

### 3.1. Generation of Data

The data used for this study includes the waveforms of voltages and currents of the three phase voltages and currents recorded from one end of the TL. These waveforms consist of 1 cycle of the post-fault voltage and current signals which are fed directly to the detection and identification system. In order to generate training data, several variations in the fault model were considered that included fault type, location, inception time, source inductance, and resistance. In addition, different values for voltage amplitudes of the two generators as well as their phase difference were used to generate the training data. All these variations in the training data were considered to make the performance of the fault diagnosis system robust against variations in system operating points and fault model parameters. Table 1 shows the parameters that are changed for the generation of training dataset. In this table, $V_i$ ($i = 1, 2$) represents the voltage amplitude of generator $#i$, and $\Delta \phi$ is the phase difference between the two generators. The generated dataset includes 3,000,000 data points which are divided into 3 categories of training (70%), validation (15%), and test (15%).

There is an exception regarding detection of the faults involving ground. Distinguishing between LL and LLG faults cannot be accurately done by a fault diagnosis system only based on phase voltage and current signal measurements. Therefore, the zero-sequence current is calculated to provide a better indication of a ground fault since there is a considerable amount of zero-sequence current for an LLG fault. Such a current is calculated from the mean of the phase currents. Figures 4 and 5 show the zero-sequence current without and with a ground fault happening at 0.5 (sec), respectively. As observed in Figure 4, when the ground is not involved in a fault, the zero-sequence current is almost zero. As shown in Figure 5, when the ground is involved, the amplitude oscillation increases significantly. Consequently, this significant difference is used in the NN training process for detection of ground involvement in
faults.

3.2. Fault Detection and Identification

The first step in fault detection and identification is to acquire data from one end of the TL. As seen in Figure 1, the measurement device is placed at bus #2. The current and voltage signals of the three-phase TL are recorded via a 50-sample time window with the sampling frequency of 3 (kHz). For each window at every step, 1 cycle of the voltages and currents waveforms is recorded. In addition, the zero-sequence component is calculated for ground fault detection. The normalized extracted features are fed to the fault detection and identification system, which is based on CNN.

The fault detection and identification system generates 4 outputs. The first three outputs correspond to A, B, and C phases. The last output is associated with ground faults. In a non-faulty scenario, the values of all these outputs are zero. However, in a faulty situation, their values change. The time when at least one of these outputs (flags) switches to 1 is called the "detection time". At this point, the type of a fault has not been determined yet. In other words, other outputs may switch to 1 after waiting for more samples. Based on an extensive number of simulations for different fault scenarios for the CNN, it was found out that the longest identification was achieved within 50 samples or 0.016 (sec) from the fault occurrence time. Thus, we let the system wait for 50 samples so that the type of a fault can be identified accurately. This 0.016 (sec) (50 samples) wait time is called "identification delay".

So far, the methodology of the fault diagnosis system and data generation has been explained. In the next section, the CNN method is applied to the generated voltage and current data with its performance analyzed.

4. Simulation Results

In this section, the simulation results for the performance analysis of fault detection, identification, and location estimation system in terms of time delays and robustness are presented. The following results are based on the model demonstrated in Figure 1 with the parameters specified in Tables 2 and 3. It is to be noted that all the simulations are run on Matlab/Simulink using the real-time simulator OPAL-RT (OP5700). OP5700 includes a powerful computer which has a linux-based real-time operating system and its CPU specifications are Intel Xeon E5, 8 Cores, 3.2 (GHz), and 20 (MB) Cache. The TL model shown in Figure 1 is implemented in the Simulink environment which is connected to RT-Lab software in OP5700. Then, the generated real-time faulty data is fed to the NN which is simulated in Matlab environment connected to RT-Lab. The fault detection and identification results are sent to a regular PC using a LAN cable and illustrated in Matlab environment in a Windows operating system as shown in Figure 6.
It is to be noted that for high voltage and current TLs, the three-phase voltage and current data are sensed by using current and voltage transformers which are placed in one end of the TL. Then, only 1 cycle time duration of the waveforms is considered as the time window to which the fault detection and identification schemes are applied.

4.1. Sampling Frequency and Time Cycle Analysis

The first analysis is performed on the performance of the CNN technique with respect to different sampling frequencies and time cycles which play salient roles in the performance of the fault diagnosis system. As observed in Table 4, the CNN technique has the highest accuracy with the sampling frequency $F_s = 3$ kHz and 1 cycle of data. Therefore, these two values are chosen for the rest of the analyses in the next subsection. However, choosing lower time cycles will also provide acceptable performance but with a faster detection time.

<table>
<thead>
<tr>
<th>Sampling Frequency (Hz) Cycle</th>
<th>1000</th>
<th>2000</th>
<th>3000</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/4</td>
<td>93.4%</td>
<td>96.55%</td>
<td>97.17%</td>
</tr>
<tr>
<td>1/2</td>
<td>95.67%</td>
<td>96.21%</td>
<td>98.26%</td>
</tr>
<tr>
<td>1</td>
<td>96.32%</td>
<td>98.87%</td>
<td>99.96%</td>
</tr>
</tbody>
</table>

4.2. Robustness Analysis

The main parameters (uncertainties), which may change and impact the performance of a TL fault detection and identification system, are fault types, fault resistance ($R_f$), phase difference between two sources ($\Delta \phi$), voltage fluctuations of the two sources ($\Delta V_i$), source inductance ($L_s$), and fault inception angle as included in Table 3. The fault identification system is trained to be robust against these parameter variations. For analyzing the detection and identification performance, the "accuracy" criterion is defined as the total number of correctly identified faulty or non-faulty scenarios divided by the total number of simulation experiments.

The performance of the fault diagnosis system is assessed in terms of fault types. The average accuracies of the fault diagnosis system for LL, LG, LLG, and LLL are 99.75%, 100%, 100%, and 96%, respectively. Based on these results, the performance for the faults involving ground (LG and LLG) is higher than LL and LLL faults, which proves the better identifiability of the ground-involved faults.

The performance of the proposed fault detection technique is also assessed in terms of fault distance from the measurement unit. Table 5 shows the performance of the CNN with respect to different fault distances. It is observed that the faults occurring close to the measurement unit are identified more accurately as compared to the ones occurring towards the other end of the TL. However, for the LLG fault, the accuracy is 100% regardless of where the fault happens throughout the TL. Moreover, the accuracy of the LLL fault is less than that of the rest of the fault types.

<table>
<thead>
<tr>
<th>Distance (km) Fault Type</th>
<th>1</th>
<th>10</th>
<th>60</th>
<th>110</th>
<th>119</th>
</tr>
</thead>
<tbody>
<tr>
<td>LL</td>
<td>100%</td>
<td>100%</td>
<td>99.3%</td>
<td>98.25%</td>
<td>96.66%</td>
</tr>
<tr>
<td>LG</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>99.25%</td>
</tr>
<tr>
<td>LLG</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>LLL</td>
<td>98.1%</td>
<td>97.5%</td>
<td>95.5%</td>
<td>93.6%</td>
<td>92.45%</td>
</tr>
</tbody>
</table>

The fault identification and location estimation schemes must perform accurately for different fault resistances. Table 6 indicates the average accuracy of fault identification stage with respect to the variations of the fault resistance and for different fault types. The variations are considered to range from 0.1 (Ω) to 150 (Ω) [53]. It is seen that the
CNN technique has the highest accuracy for LG and LLG fault types. For LL fault, the accuracy is high except for \( R_f = 100 \) (Ω) and \( R_f = 150 \) (Ω). The accuracy for the LLL fault type is less than the other fault types.

The phase difference between the two generators varies from time to time due to the various operating conditions. In Table 7, the average accuracies of the CNN technique are shown with respect to the variations of phase difference (\( \Delta \phi \)) between two generators that ranges from \(-45^\circ\) to \(45^\circ\). It is observed that the CNN method has an acceptable robustness against phase difference variations except for the fault LLL for which the accuracy has decreased.

The fault diagnosis system must identify a fault with any inception angle. This parameter is varied from \(27^\circ\) to \(180^\circ\) [54]. Table 8 demonstrates the average accuracy of the CNN method with respect to the variations of the fault inception angle. It is observed that CNN has a good robustness except for the LLL fault type.

The voltages of the two generators can change due to the different operating conditions of the generators. Based on the IEEE standard 1250 [55], the voltage fluctuations of a bus cannot exceed more than 10% of its nominal voltage level. In this study, the voltage changes increase beyond this limit in order to show the robustness of the fault diagnosis system with respect to this variation. The accuracy of the CNN method with respect to \( \pm 30\% \) changes in both generator voltage amplitudes is 100% for all fault types except the LLL fault for which the accuracy is 97%.

The source inductance plays a prominent role in the shape of faulty waveforms, which negatively affects the estimated location of faults in TW approaches. The fault diagnosis system must be able to detect and identify the faults with the variations of source inductances. The accuracy of the CNN method with respect to \( \pm 30\% \) changes in both generator inductances is 100% for all fault types except the LLL fault for which the accuracy is 98.6%.

Table 9 illustrates the performance comparison of the proposed approach in this study with other techniques in the literature. Contrary to the proposed approach in this paper, all of the techniques in the literature have used feature extraction procedures such as WPT, WT, and ST to generate data for their classifiers. Moreover, although the approaches proposed in [38, 41, 43], and [42] have a better accuracy compared to the proposed approach, their robustness analyses have not been performed completely, and hence their performances may not be robust.
4.3. Effect of Noise

In real scenarios, the measurement noise in power systems may affect the accuracy of the fault diagnosis system. In order to assess the robustness of the fault detection and identification system against noises, a Gaussian noise is added to the measurement data (voltages and currents) so that the signal to noise ratio is $99.26\%$. Based on extensive simulations, the average fault identification accuracy subject to the Gaussian noise is $99.53\%$. The identification accuracy without noises is shown to be $99.53\%$ in Table 9. This result indicates that the Gaussian noise has a negligible impact on the identification accuracy of our proposed method.

4.4. Time Delay Analysis

The faults must be detected and identified before the tripping relays and circuit breakers start to disconnect a faulty section of the TL. According to the IEEE timing standard [47], this time interval is between 0.3 to 0.5 (sec) from the occurrence of a fault. Figure 7 demonstrates the detection and identification times/delays of a BCG fault using our proposed CNN technique. It also indicates the time evolution of the detection and identification processes after the occurrence of a fault. The detection and identification delays are 0.0008 (sec) and 0.020 (sec), respectively. This result confirms that the CNN-based fault diagnosis system proposed in this paper is capable of detecting and identifying faults well before the circuit breakers disconnect the faulty region of the TL.

![Figure 7](image_url)  
*Figure 7. CNN-based fault diagnosis: Fault detection ("Det.") and identification ("Iden."), and their associated times/delays.*

5. Conclusion

In this work, the problem of fault detection and identification for TLs using the CNN is studied. The acquired data includes the phase current and voltage waveforms measured from one end of the TL. One contribution of this paper is to use time-based voltage and current data instead of extracting data features using FFT, WT, and ST. In...
addition, the robustness of the proposed detection and identification technique against the changes of parameters/factors in a TL, namely, the fault type, fault distance, phase difference between the two buses, fault resistance, fault inception angle, source inductance, bus voltage amplitude variation, and noise level is analyzed. In addition, a time delay analysis is performed to guarantee that this method can successfully complete its task within the desired time window based on the IEEE timing standard [47] before the tripping relays and circuit breakers disconnect the TL. A few limitations regarding this method include retraining the NNs according to the changes in the TL model characteristics such as the voltage and length. For example, since the CNN in this study is trained for 240 (kV), it cannot be used to detect faults for a 110 (kV) TL. One solution to address such limitations is to take advantage of other novel deep learning techniques such as transfer learning [56−65], which remove the requirement to train the network all over again. In other words, we can reuse the trained model for similar TLs with various characteristics [62], which is one of our future research directions.
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