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Abstract: As  virtual  avatars  have  become  increasingly  popular  in  recent  years,  current  needs  indicate
that “interactivity” is crucial  for  inducing  a  positive  response  from  users  towards  these  avatars,  espe-
cially in human computer interactions (HCI).  This paper reviews recent works on high-fidelity human-
like virtual avatars (e.g. high visual and motion fidelity) and discusses the critical question——“Is high-
fidelity a positive choice for virtual avatars to achieve better interactions in HCI”. Furthermore, we sum-
marise  current  technical  approaches  to  developing those  virtual  avatars.  We investigate  the  advantages
and disadvantages of high-fidelity virtual avatars in different areas focusing on addressing the effect of
motion,  especially  the  upper  body.  Research  shows  that  high-fidelity  is  a  positive  choice  for  virtual
avatars, although it may depend on the application.
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1. Introduction

The rapid development of technologies makes the production of virtual avatars more efficient and more acces-
sible, which results in the wide use of virtual avatars in different areas. Compared with virtual avatars in the last two
decades, current techniques, such as high-quality rendering engines [1] and motion capture systems [2], have signifi-
cantly improved the fidelity of virtual avatars, which makes virtual avatars nowadays look more human not only in
their appearance but also in their motion and intelligence.

High  realism,  also  called  high-fidelity,  has  been  suggested  as  a  positive  choice  for  virtual  avatars  [3].  Users
show higher intentions for interacting with virtual avatars with high-fidelity human-like features than a non-human-
like virtual avatar [4,5]. These avatars with high fidelity appearances are fast becoming popular in films, games and
other applications such as online social applications. Also, research indicates that these avatars can positively influ-
ence user engagement [6] and enjoyment by providing the feeling of familiarity, which can evoke the same feeling
that people usually have in real life.

Despite all the benefits mentioned above, the disadvantage of high-fidelity virtual avatars could be better miti-
gated. It has been critically discussed that the more human-like a virtual avatar presents, up to a certain degree, the
creepier it might seem. This idea was first reported as the Uncanny Valley [7]. Logically, the affinity between view-
ers and a human-like avatar would keep increasing if the avatar’s realism rises simultaneously. However, there is a
point, where the affinity between viewers and the avatar drops (Figure 1) and stays suppressed (in a valley) until the
realism of the avatar increases past a second point, and this is thought to be similar to a healthy person’s level in real
life.  Avatars  with  high-fidelity  human-like  appearances,  but  that  bring  creepy  feelings  are  called “uncanny”.
Researchers have explored the uncanny valley based on conducting experiments for virtual avatars in different areas
[8,9], while others still doubt the existence of the uncanny valley [10]. However, it is widely accepted that there are
intense demands for using high-fidelity human-like virtual avatars in some areas, such as medical training [11] and
spatial perception [12] in a virtual reality environment, as people find user experience is significantly increased while
interacting with high-fidelity virtual avatars in these applications. Accompanying the rapid developments in technolo-
gies  and  theories,  it  is  possible  to  create  human-like  virtual  avatars  with  a  high  fidelity,  and  above  the “uncanny”
threshold.
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Figure 1.  The uncanny valley theory.
 

Increasing the fidelity of virtual avatars isn’t the only way to avoid the “uncanny”, as reduced fidelity can also
help reduce the effect, based on the uncanny valley theory itself. On the other hand, high-fidelity may not be the best
choice  for  virtual  avatars  in  some  applications,  such  as  applications  that  don’t  require  fidelity  but  focus  on  other
aspects to induce positive user experience; for example, cartoon-style virtual avatars that are less human like a popu-
lar  alternative for  children as they may find high-fidelity virtual  avatars  scary;  these avatars  in certain programmes
such as Japanese anime and Disney movies are also popular among adults as people find them more appealing with a
cartoon-style.  Therefore,  high-fidelity  virtual  avatars  are  not  always  the  optimal  choice  and  thus  the  area  is  worth
exploring.

This  paper  reviews  the  most  recent  literature  to  discuss  the  importance  of  high-fidelity  representations  for
human-like virtual avatars through different aspects, across multidisciplinary fields to provide general advice on char-
acter design. We first investigate the effect of appearance on high-fidelity human-like virtual avatars in a broad area.
As  it  has  been  argued  that  virtual  characters  with  motion  applied  can  quickly  draw  attention  from  viewers  and
improve user engagement. Thus, the effect of character motion, especially facial expression, on high-fidelity virtual
avatars becomes the focus of this study. Also, we discuss the behavioral intelligence of those virtual avatars in differ-
ent areas to address their current roles in human computer interactions (HCI). In addition, we summarise some prac-
tical  approaches to improving the fidelity for  virtual  avatars.  Unlike other review papers that  only track the factors
directly relative to virtual avatars, we also discuss the most recent deep-learning-based technologies on system devel-
opment that are not widely used currently in the development of virtual avatars, but have great potentials to be utilised
in the future. Ultimately, we provide some general avatar design methods based on the literature explored.

2. The Appearance of High-Fidelity Human-Like Virtual Avatars

Human-like avatars are high-fidelity in appearance and performance in video games, such as Elden Ring [13],
that  have  attracted  attention  worldwide.  Research  on  the  emotion  and  fidelity  of  avatars  has  developed  rapidly  in
recent years [14−19]. The vibrant use of high-fidelity avatars is not only happening in games but also permeating var-
ious kinds of research areas such as medical training [20], education [21], and cultural heritage applications [22,23].

Previous  works  compared  different  fidelity  levels  of  a  human-like  virtual  avatars  in  simulated  inter-personal
experiences. They discovered that less negative effect is reported from the participants when interacting with avatars
with higher levels of fidelity than avatars with lower fidelity levels. Also, avatars with a higher fidelity in appearance
are more effective in inducing emotional responses [11].  Further,  it  has been shown that people with social  phobia
feel less stress while interacting with high-level human likeness avatars, but gain more anxiety from virtual avatars
with low fidelity, which demonstrates some of the advantage of utilising high-fidelity appearance avatars in therapy
applications  [24].  Moreover,  compared  to  robot-like  avatars  and  zombie  avatars,  with  few  real  human  features  in
appearance,  research  shows  that  high-fidelity  human-like  avatars  (similar  to  a  real  human)  have  a  minor  effect  on
avoidance movement behaviour [25]. This indicates that people tend to avoid interacting with virtual avatars which
are less human-like in appearance.

Even though studies show that high-fidelity human-like virtual avatars are primarily positive, while creating one’s
avatar  in  social  applications,  most  people  prefer  using  middle-fidelity  avatars  as  their  character  rather  than  a  high-
fidelity virtual avatar with a one-to-one recreation of themselves [26]. This counteracts studies suggest that users (who
expect to feel more present) prefer having high-fidelity avatars embodied with their appearances [5,27]. Recent case
studies indicate high-fidelity isn’t always the best choice during stage performance [28]. Similarly, experiments report
that Cartoon-like avatars are preferred rather than high-fidelity human-like avatars to subjects, as subjects find cartoon-
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like avatars make it easier to manipulate the facial expression and more appropriately to represent themselves [29]. As
long as the possibility for high-fidelity avatars feeling uncanny exists [5], it is essential to balance the design between
high-fidelity and the “uncanny” for avatar appearance.

3. The Effect of Motion on High-Fidelity Human-Like Virtual Avatars

Similar  to  the  appearance,  the  motion  applied  to  high-fidelity  human-like  virtual  avatars  is  equally  crucial.
Research shows that subjects have less motivation for movement while embodied with a static avatar [30]. It is sug-
gested that motion applied to virtual avatars can increase user enjoyment and other feelings during social interactions
in virtual reality (VR) [31]. Moreover, no significant difference was found in user enjoyment when interacting with a
fully animated human-like virtual avatar in VR compared to a face to face real life interaction. However, the face to
face interaction is preferred when only limited motion is applied to these virtual avatars. While most of the studies
indicate that movement of the upper body usually draws more attention from people than movement of the other parts
of the human body, it is demonstrated that the lack of facial expression can easily cause a high-fidelity avatar to be
uncanny [32]. This paper thus reviews studies investigating the effect of motion with focus on the upper body: facial
expression; eye gaze; and head motion [33], on high-fidelity human-like virtual avatars.

3.1. Facial Expression
Facial expression, often combined with emotional content, is a crucial feature for non-verbal communication in

our daily life. However, some studies reveal that facial expression is not culturally universal from both the categorial
and  motion  perspectives  [34].  Recently,  increasing  research  indicates  the  critical  role  of  facial  expression,  mainly
when applied to human-like virtual avatars, for enhancing motion fidelity and conveying emotions to aid user experi-
ence. Some support that subjects spend more time observing high-fidelity virtual avatars with facial expression and
have stronger empathic connections with these animated avatars  than those who are motionless.  At the same time,
subjects show maximum self-recognition of avatars’ expressive face animation, even if the animation is not manipu-
latable by the subjects [35]. Other reports that adding emotional facial expression to a human-like virtual avatar sig-
nificantly  improve  user  engagement  in  games  [36].  For  instance,  studies  find  that  in  a  VR  volleyball  game,  user
engagement  and  user  experience  are  significantly  increased  when  observing  these  human-like  virtual  avatars  with
emotional facial expression (e.g. angry faces and joyful smiles) than those avatars that have no facial expression at all.
Also,  research  has  demonstrated  that  the  perception  of  emotion  from virtual  avatars  is  equally  accurate  for  global
audiences with different cultural backgrounds when facial animation is expressed from these avatars [37], which pro-
vides a clue for utilising facial  expression to bridge cultural  differences when designing character  motion for high-
fidelity virtual avatars. Although studies show that subjects prefer virtual avatars with cartoon-like appearances com-
pared  to  high-fidelity  virtual  avatars,  when  reducing  the  fidelity  of  appearance  and  increasing  the  fidelity  of  facial
expression, the cartoon-like avatar and the high-fidelity human-like avatar become equally favoured [29].

It has been discovered that human-like virtual avatars may cause an uncanny effect [38]. This is because these
human-like  avatars  are  perceived creepier  than other  avatars  when performing only  upper  facial  animation or  only
lower facial animation [32]. However, for avatars embodied to users with their appearance, people find it harder to
control the same facial expression on the high-fidelity avatars compared to the cartoon-like avatars, and more facial
animation is expressed from the users who are using a cartoon-like avatar as their embodied avatars [29]. Thus, due to
the non-linear relationship between the high-fidelity motion and the high-fidelity appearance, it is essential to match
the fidelity of appearance for virtual avatars when considering facial expression application.

3.2. Eye Gaze and Head Motion
As current technologies and theories make the investigation of the human body easier to approach, people have

started uncovering the value of eye gaze and head motion on high-fidelity human-like virtual avatars. They have suc-
cessfully made a significant step in increasing the affinity between users and virtual avatars in scenarios via utilising
these  two motions  [39]. Some have found that  eye  gaze  and head motion significantly  impact  identifying the  por-
trayed  personality  of  a  high-fidelity  virtual  avatar  [40].  In  contrast,  others  have  discovered  that  combining  facial
expression and head motion can make a  high-fidelity  virtual  avatar  more  appealing [41].  Research has  shown that
head motion can positively affect  high-fidelity virtual avatars,  which increases motion fidelity,  perceived emotional
intensity, and user affinity for those avatars [42]. However, on the other side, the effect of motion is only sometimes
positive.  It  is  reported  that  applying  eye  gaze  animation  to  virtual  avatars  with  high  fidelity  human  features  can
improve the quality of communication during interactions,  while adding eye gaze animation (to low-fidelity virtual
avatars) only makes the avatars creepier without having any improvements on the quality of communication [43].

When  addressing  the  importance  of  upper  body  motion  on  high-fidelity  human-like  virtual  avatars,  most
research focuses on improving the efficiency of machines,  algorithms,  and systems to generate high-fidelity move-
ments. Only a few investigate the theory behind it, which can be presented as a question: “What, why, and how can
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this motion influence the perception of high-fidelity virtual avatars”. It is especially noticed that only a limited num-
ber of works are related to the effect of head motion when compared to the studies of facial expression and eye gaze
on virtual avatars. Therefore, it is worth exploring the possibility of head motion in these areas.

4. The Intelligence of High-Fidelity Human-Like Virtual Avatars

Artificial Intelligent (AI) technology, which makes virtual avatars behave more human-like, especially the abil-
ity of reacting like a real human during interactions, has been fast becoming the main focus in HCI in recent years. AI
agents, which can act like real humans to achieve a higher level of user engagement, are used not only in games [44]
but also in other applications such as education, training [45], and health care [46]. As a result, the intelligence of vir-
tual avatars is also becoming an important part of character design.

The effect of intelligence on virtual avatars is two-sided and has been argued over times. Some people support
and encourage the development of the intelligence for virtual avatars, as this can benefit humans in many areas, espe-
cially when using big data and machine learning [47] to achieve intelligence in health care [48], making these virtual
avatars  react  like  a  real  human  to  feed  user  needs  for  interaction.  For  instance,  some  research  suggests  that  using
behavior intelligence, such as enhancing the emotional expressions of virtual avatars, in current applications is the key
to achieve realistic human-computer interactions [49]. These studies can help display the virtual avatars’ intelligence
and make them more human-like, and thus improve user experience. However, others vehemently disagree with this
opinion and suspect that virtual avatars with high-fidelity artificial intelligence may threaten humans [50] and result in
ethical issues in some situations. Therefore, those avatars are designed to stay less intelligent. Studies in [51] indicate
that in some cases, virtual avatars with imprecise behaviours are perceived as more human-like than those withwith
precise behaviours, which supports that less intelligence may be better for virtual avatars in a different way. As the
debate of virtual avatars with high-fidelity on intelligence is complex and moral, it  is hard to set a conclusion. The
rest  of  the  paper  thus  focuses  on  addressing  high-fidelity  approaches  to  the  appearance  and  the  motion  of  virtual
avatars rather than considering the intelligence of virtual avatars.

5. Approaches to “High-Fidelity”

Technologies for creating high-fidelity human-like virtual avatars, such as robust algorithm investigation [52] on
improving  the  quality  of  3D modelling  and  motion  tracking  systems,  are  widely  explored.  The  outcomes  of  those
investigation  results  are  used  for  supporting  and  technically  achieving  high  fidelity.  This  chapter  discusses  current
approaches on improving the appearance and motion fidelity of virtual avatars to provide advice for designing human-
like virtual avatars in different applications.

5.1. Technical Approaches
Technical approaches for supporting high-fidelity virtual avatars are numerous, while deep learning [53,54] is

one of the most popular methods in extensive areas, as it allows machines to get “trained” from a large amount of
data and expectably make the machines work like a human.

Some focus on improving the appearance of those virtual avatars to a real human level via exploring realistic
scanning  and  reconstructing  applications  to  duplicate  realistic  human  appearance,  shape,  and  skin  textures  [55]  to
generate high-fidelity human-like virtual avatars. As the most complex part of the human body, the human face draws
the  most  attention  in  those  robust  scanning  and  reconstructing  tasks.  Besides  facial  capture  systems  [17],  current
human face recognition [56] and tracking systems are popular as these novel achievements make tracking the appear-
ance of a human face possible and accurate via a web camera, even with movements on the face and from multiple
angles, which greatly improves capture process.

Other studies  explore  methods  for  applying high-fidelity  motion to  those  virtual  avatars  to  make them seem-
ingly  move  actual  humans.  Motion  recognition  [57],  motion  tracking  [58]  and  motion  caption  systems  [59]  play
essential roles in the development of those techniques. Even though most tracking and recognition techniques do not
directly  transfer  motion  tracked  from  real  humans  to  virtual  avatars,  still,  those  tracking  techniques  are  qualified
resources for applying reference to character motion design and can potentially fill the gap in current motion capture
systems. This is because the existing motion capture systems are very expensive and require large spaces for installa-
tion, while most tracking systems only need a web camera. Also, some have bridged the gap by developing human
facial expression synthesis systems [60] and facial expression reconstruction systems [61] via existing facial tracking
systems, which opens the path for transferring the motion from a tracking system directly to a corresponded synthe-
sis system. For instance, if  a system wants to synthesis happy facial  expressions for a virtual avatar,  it  can directly
reconstruct the intended facial expression for that avatar by using the motion [62], which makes the capture of motion
possible without using cameras,  all  be it  only with a specialist  head mounted display (HMD) that can detect one’s
brain  signals.  This  can  make  capturing  one’s facial  expression  possible  while  wearing  an  HMD to  avoid  the  con-
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straints of traditional tracking systems. This is because traditional capture systems require cameras when wearing an
HMD, but cameras can’t capture the upper facial expression (e.g. forehead and eyebrows), which results in a loss of
motion track of the face.

However,  the limitation of  current  tracking systems is  unignorable.  Most  captured motion from web camera-
based tracking systems can’t be used on virtual avatars directly, as motion retargeting is required based on different
shapes of avatars. Even though current deep learning approaches, such as training deep learning networks to retarget
one single input motion on multiple different face models simultaneously, have made the process for motion retar-
geting easier. However, this retargeting only works for trained models. For instance, it takes lots of effort (e.g. time)
to train a new model via this particular deep learning network for motion retargeting [63]. Also, adjusting motion to
fit a specific avatar personality can be very time-consuming if no actors can perform suitable motion to be captured
by the system, especially during a situation like COVID-19 pandemic. Further, this capture becomes inaccurate when
involving head motion as these systems often ignore the movement of the head. For instance, if a person rotates his
head during the capture process, these capture systems may fail to track the motion as the original position of the face
is changed. For motion tracking via EEG signals, specific sensors and avatar models are required. Thus, it can’t be
used  in  many  applications.  Therefore,  developing  those  capture  systems,  such  as  increasing  the  accuracy  when
involving the rotation of the head and keeping motion consistency when applied to different models, can be improved
in the future.

Currently,  applications  have  made  the  tracking  system intelligent  enough  to  track  not  only  the  movement  of
humans but also the emotional clues from detected facial expression and body gestures [64], which can be used as a
reliable reference for guiding high-fidelity motion design. Moreover, the development of existing algorithms for cer-
tain systems, such as motion planning and autonomous vehicles [65] and healthcare systems [66], which utilise deep
learning  techniques  to  enhance  the  intelligence  of  those  systems,  has  been  extensively  explored  in  different  areas
[67−69]. Even though the investigations doesn’t directly improve the design of high-fidelity virtual avatars, those pre-
sented methods have good merits as they have a wide range of own focus points, such as improving processing speed
or enhancing detecting accuracy [70−72], which can be combined with existing capture and reconstructing systems
for achieving high-fidelity virtual avatars.

5.2. Hypothesis-Based Experiments
Modern virtual environments such as virtual reality [73], changing character features [74], and adjusting render-

ing styles , used to match the portrayed personality [3], are common ways to achieve high-fidelity human-like virtual
avatars on appearance, which can make avatars more appealing.

While  considering  improving  the  effectiveness  of  character  motion,  studies  indicate  that  high–fidelity
facial expression can be driven by perception from individuals (Figure 2) [75]. One suggestion when considering
improving the effectiveness of eye gaze animation is making the eye gaze towards users rather than facing elsewhere
during speaking interactions [76]. Further, head motion can also improve the fidelity of a virtual avatar and increase
the affinity between the user and the avatar in specific emotional situations (Figure 3) [42].
  

Happiness Surprise Fear Disgust Anger Sadness

Figure 2.  High-fidelity facial expression in different emotional situations are synthesised based on subjects’ ratings.
  

Figure 3.  Head motion increases the motion fidelity, perceived emotional intensity, and user affinity of virtual avatars
in happy emotional situations in Virtual Reality(VR).
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The expression of emotion from virtual avatars has become possible and easier with motion applied, according
to recent literature. It has been confirmed that emotional content can make visual avatars more interactive and seem-
ingly  even more  human-like  by increasing the  motion fidelity  to  empathise  with  the  viewers  [77].  Such emotional
expression is not only limited to motion but also discovered that the lighting system can influence the perception of
the emotional intensity of a virtual avatar, while brighter lighting causes the avatar to look happier [78]. The above
methods provide clues to improve motion and appearance fidelity for avatars approaching high fidelity.

On the other side, research suggests that motion fidelity should match the appearance fidelity of a virtual avatar
to  achieve  the  subject’s  expectation  [43,79],  which  means  that  the  higher  appearance  fidelity  a  human-like  virtual
avatar has the higher motion fidelity that it should have to avoid the uncanny valley. Also, some studies show that the
acceptance  of  high-fidelity  avatars  as  friends,  colleagues,  and  assistants  is  significantly  higher  than  having  these
avatars in professional roles such as judges or artists [80]. Therefore, it is a good choice to combine visual fidelity,
motion  fidelity,  and  specific  situations,  such  as  the  role  that  the  avatar  would  play,  while  interacting,  together  for
avatar design.

Besides the experiment-based investigation mentioned above, the qualitative data, such as analysing opinions of
individuals  from  case  studies  and  interviews,  is  also  an  effective  resource  to  track  clues  for  creating  high-fidelity
human-like  virtual  avatars  [26,81].  For  example,  as  mentioned  before,  a  middle-level  fidelity  human-like  virtual
avatar  is  sometimes  preferred  when  users  create  their  own  avatars,  which  can  represent  themselves  for  interacting
with others.  However,  some studies  also indicate  that  high fidelity  isn’t  always a  choice in  live performance cases
[28].

5.3. General Advice
The existence of a high-fidelity virtual avatar is meaningful. However, designing appropriate levels of fidelity

for these avatars is still challenging. The uncanny is the most difficult challenge, as high-fidelity human-like virtual
avatars  can easily fall  into the uncanny.  This  includes mismatching between appearance and motion fidelity  of  the
avatar,  lacking motion on the  face,  and so  on.  These  make high-fidelity  human-like  virtual  avatars  sometimes  less
effective than other virtual  avatars with less fidelity (e.g.  cartoon-style virtual  avatars).  Thus,  two general  pieces of
advice are conducted for designing high-fidelity virtual avatars based on the studies discussed.

For  self-embodied  virtual  avatars: Allowing  customised  features  to  users  while  creating  their  own  virtual
avatars is a better choice than just applying a photo-realistic high-fidelity scan of users to build the avatar. This find-
ing supports studies [82] which indicate that people tend to have virtual avatars that are different from their own bod-
ies in a virtual world. Also, a “middle-level” fidelity (e.g. customised eye shape) on appearance is recommended in
this situation.

For interactive virtual avatars: Utilising the advantage of high-fidelity motion can aid the character’s appear-
ance as well as increase the affinity between users and avatars in some situations. This finding is similar to studies
supporting that the combination of motion fidelity and graphical fidelity considerably benefits the design of interac-
tive  virtual  avatars  [83].  One  suggestion  is  to  combine  motion  fidelity,  especially  facial  motion  appropriately  with
appearance fidelity. For instance, portraying subtle details, such as applying positive emotion (e.g. always smiling) to
avatars with happy personalities, may achieve a balanced design.

Besides the two general pieces of advice on character design, based on the literature, a list of applications that
can use high-fidelity virtual avatars and those that should avoid have been conducted in Table 1 below:
  

Table 1    Fidelity recommendation of virtual avatars in a list of applications.

Type of applications Fidelity Level Explanation
Medical training;
self-therapy;
education;

High-fidelity human-like
virtual avatars

High-fidelity human-like virtual avatars increase user engagement in these
applications.

lmmersive video games “Middle-level” fidelity Allowing customised features to users as a player can in crease user
experience.

Live performance No fidelity level required No difference has been found between a wooden model and high-fidelity
virtual avatars during live performances.

 

In addition, high-fidelity human-like virtual avatars are more effective in increasing user engagement and user
experience in specific character roles such as doctors, lawyers, and professors. Applications containing these charac-
ter roles would consider high-fidelity human-like virtual avatars rather than cartoon-like virtual avatars.

6. Conclusion

This paper has reviewed recent works investigating the importance of high-fidelity human-like virtual avatars in
avatar  appearance,  motion,  and intelligence.  It  has  been discovered that  both  appearance and motion are  crucial  to
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avatars.  Also,  the  current  technical  approaches,  especially  via  deep  learning,  have  been  discussed  to  improve  the
fidelity of virtual avatars. In conclusion, combining appearance and motion fidelity is a good choice for achieving a
balanced  avatar  design  from  the  approaches  discussed.  The  combination  of  existing  systems  and  algorithms  may
direct the design for those avatars to a different level. As the effect of high-fidelity virtual avatars depends on specific
situations, the methods for avoiding the uncanny valley should be addressed accordingly.
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